**Evaluation metrics**

Evaluation metrics are used to assess the performance and effectiveness of machine learning models. These metrics provide a quantitative measure of how well the model is performing its task. The choice of evaluation metric depends on the specific problem type (classification, regression, clustering, etc.) and the objectives of the machine learning task. Here are some commonly used evaluation metrics for different types of machine learning tasks:

Classification Metrics:

1. Accuracy: The proportion of correctly classified instances to the total number of instances. It is a common metric for balanced datasets but can be misleading for imbalanced datasets.
2. Precision: The proportion of true positive predictions to the total positive predictions. It measures the model's ability to avoid false positives.
3. Recall (Sensitivity or True Positive Rate): The proportion of true positive predictions to the total actual positive instances. It measures the model's ability to capture all positive instances.
4. F1 Score: The harmonic mean of precision and recall. It balances precision and recall and is useful for imbalanced datasets.
5. Specificity (True Negative Rate): The proportion of true negative predictions to the total actual negative instances.
6. ROC-AUC (Receiver Operating Characteristic - Area Under the Curve): It plots the true positive rate against the false positive rate at different classification thresholds and measures the model's ability to distinguish between classes.

Regression Metrics:

1. Mean Squared Error (MSE): The average of the squared differences between predicted and actual values. It penalizes larger errors more heavily.
2. Root Mean Squared Error (RMSE): The square root of the MSE, which gives errors in the same unit as the target variable.
3. Mean Absolute Error (MAE): The average of the absolute differences between predicted and actual values. It is less sensitive to outliers than MSE.
4. R-squared (R2): Measures the proportion of variance in the target variable explained by the model. It ranges from 0 to 1, where 1 indicates a perfect fit.

Clustering Metrics:

1. Silhouette Score: Measures how well each data point is clustered. A higher silhouette score indicates better-defined clusters.
2. Davies-Bouldin Index: Evaluates cluster quality based on the average similarity between each cluster and its most similar cluster.

Other Metrics:

1. Mean Average Precision (MAP): Used in information retrieval tasks to evaluate the quality of ranked results.
2. Mean IoU (Intersection over Union): Used in semantic segmentation tasks to measure the overlap between predicted and actual regions.
3. Cohen's Kappa: Measures the agreement between two annotators or the agreement of a model's predictions with human annotators.

It is important to select the appropriate evaluation metric that aligns with the specific goals and requirements of the machine learning task. Different evaluation metrics provide different insights into the model's performance, and sometimes a combination of metrics is necessary to fully understand the model's behavior.

Confusion Matrix in Machine Learning

The confusion matrix is a matrix used to determine the performance of the classification models for a given set of test data. It can only be determined if the true values for test data are known. The matrix itself can be easily understood, but the related terminologies may be confusing. Since it shows the errors in the model performance in the form of a matrix, hence also known as an **error matrix**. Some features of Confusion matrix are given below:

* For the 2 prediction classes of classifiers, the matrix is of 2\*2 table, for 3 classes, it is 3\*3 table, and so on.
* The matrix is divided into two dimensions, that are **predicted values** and **actual values** along with the total number of predictions.
* Predicted values are those values, which are predicted by the model, and actual values are the true values for the given observations.
* It looks like the below table:
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The above table has the following cases:

* **True Negative:** Model has given prediction No, and the real or actual value was also No.
* **True Positive:** The model has predicted yes, and the actual value was also true.
* **False Negative:** The model has predicted no, but the actual value was Yes, it is also called as **Type-II error**.
* **False Positive:** The model has predicted Yes, but the actual value was No. It is also called a **Type-I error.**

Need for Confusion Matrix in Machine learning

* It evaluates the performance of the classification models, when they make predictions on test data, and tells how good our classification model is.
* It not only tells the error made by the classifiers but also the type of errors such as it is either type-I or type-II error.
* With the help of the confusion matrix, we can calculate the different parameters for the model, such as accuracy, precision, etc.

**Example**: We can understand the confusion matrix using an example.

Suppose we are trying to create a model that can predict the result for the disease that is either a person has that disease or not. So, the confusion matrix for this is given as:
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From the above example, we can conclude that:

* The table is given for the two-class classifier, which has two predictions "Yes" and "NO." Here, Yes defines that patient has the disease, and No defines that patient does not has that disease.
* The classifier has made a total of **100 predictions**. Out of 100 predictions, **89 are true predictions**, and **11 are incorrect predictions**.
* The model has given prediction "yes" for 32 times, and "No" for 68 times. Whereas the actual "Yes" was 27, and actual "No" was 73 times.

Calculations using Confusion Matrix:

We can perform various calculations for the model, such as the model's accuracy, using this matrix. These calculations are given below:

* **Classification Accuracy:** It is one of the important parameters to determine the accuracy of the classification problems. It defines how often the model predicts the correct output. It can be calculated as the ratio of the number of correct predictions made by the classifier to all number of predictions made by the classifiers. The formula is given below:  
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* **Misclassification rate:** It is also termed as Error rate, and it defines how often the model gives the wrong predictions. The value of error rate can be calculated as the number of incorrect predictions to all number of the predictions made by the classifier. The formula is given below:  
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* **Precision:** It can be defined as the number of correct outputs provided by the model or out of all positive classes that have predicted correctly by the model, how many of them were actually true. It can be calculated using the below formula:  
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* **Recall:** It is defined as the out of total positive classes, how our model predicted correctly. The recall must be as high as possible.  
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* **F-measure:** If two models have low precision and high recall or vice versa, it is difficult to compare these models. So, for this purpose, we can use F-score. This score helps us to evaluate the recall and precision at the same time. The F-score is maximum if the recall is equal to the precision. It can be calculated using the below formula:
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Other important terms used in Confusion Matrix:

* **Null Error rate:** It defines how often our model would be incorrect if it always predicted the majority class. As per the accuracy paradox, it is said that "*the best classifier has a higher error rate than the null error rate.*"
* **ROC Curve:** The ROC is a graph displaying a classifier's performance for all possible thresholds. The graph is plotted between the true positive rate (on the Y-axis) and the false Positive rate (on the x-axis).

AUC-ROC Curve in Machine Learning

In Machine Learning, only developing an ML model is not sufficient as we also need to see whether it is performing well or not. It means that after building an ML model, we need to evaluate and validate how good or bad it is, and for such cases, we use different Evaluation Metrics. *AUC-ROC curve is such an evaluation metric that is used to visualize the performance of a classification model*. It is one of the popular and important metrics for evaluating the performance of the classification model. In this topic, we are going to discuss more details about the AUC-ROC curve.

What is AUC-ROC Curve?

AUC-ROC curve is a performance measurement metric of a classification model at different threshold values. Firstly, let's understand ROC (Receiver Operating Characteristic curve) curve.

ROC Curve

***ROC or Receiver Operating Characteristic curve represents a probability graph to show the performance of a classification model at different threshold levels***. The curve is plotted between two parameters, which are:

* **True Positive Rate or TPR**
* **False Positive Rate or FPR**

In the curve, TPR is plotted on Y-axis, whereas FPR is on the X-axis.

TPR:

TPR or True Positive rate is a synonym for Recall, which can be calculated as:
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FPR or False Positive Rate can be calculated as:

![AUC-ROC Curve in Machine Learning](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAZEAAABCCAMAAAChIhtQAAAANlBMVEXZ2dn///8AAAB1dXWmpqY8PDzJyckeHh6xsbFoaGgsLCy8vLyOjo6ampoODg6BgYFKSkpZWVnZHKyYAAADNUlEQVR42u2c3Y7bIBCFp2f4B2P7/V+2LATb0rbZXtQByfNJi042ytWngQGT0C9hLsTIbIiR2RAjsyFGZkOMzIYYmQ36NEa9KNm1IDQGGVEZQWuNXPKGrHXOiYSBRoihyrhvVEAZjYUhYaCRHVRIqQwRa1UkE9dQI0EfcYGriiIJ44wY+DI0Bz6XwUGTMNDIAlZLSDWHoJTPQUpkqBGG1gFNAqzWW5J1fawRnYnMXqPCQsJwI9iOyNL2TmBEYT2ytiQMN3LdfEiTNYERZcGmReNhHQmDjXitdWzRlcgkfDMiTMM/GEFnI1pqsEyF0P4pc86njSgkcmAytT/yUGT2Gg00kQtZmtcPG2FPtEIRaVeNNBd19HJm2/j8OrKhJ91cbG2zLUYKQ4xY3RO4WkjHZtvKrDXASISnhoKiyO0MRAcit2VZ2QcYWbBQg1EI69mD+UgdjY5sw+824mGosVnqOKy1B3sD/g/0KP7JSDg85J06KxxRyCQMMIL9UhedLdfqkVlrgBEFPupCUSfrMiR53EQDjGzwLRh9ClgQatHsJHzaCANQx7zket2g9sAZK70jcUMRqRre1BR3UntRq5L5Ye313We/DMvMGxLRksG8I5i/7noCe2j28ERma/J3PO2Syt1GqFaSQezPbxmJTpK6ZGto+XrXLu2plqfC4xaqW42c3RkfrbMC04m+vFDu1bvVm0LrXntu97DdyP1G0tmdxddp2PLdyB+uQeyrhytiHtdI321kRxnWl5xI5HKgN0aw9WSVgyfaPT2Mu41Yy6zDSw7zhhDfGDlvDUV8fbb8PW0ZuduIgWa2vuZg+drK8hdWc0FdT2YaKRB5OPO8G/P3Gmm9k4pNDlPhrZENVGmzlQMvz7ted7MRj3jKUS28mbWy7iksZbCBn3ckcLORYC9yzE9GYiujYwPjYVd6GvcaMdCnHNBPRhL4SG0zg4cdodxtJGrkdLTB8D8YURkh9lSLwz5uf3i3kcvJYokrfSOpqxFmjj1Vk8sDv1Itt0xnQ4zMhhiZDfmlmjkRI7MhRmZDjMyGGJkNMTIbYmQ2xMhsiJHZECOzIUZmQ4zMhhiZDTEyG2JkNn4DjLw2D/84tg4AAAAASUVORK5CYII=)

Here, **TP**: True Positive

**FP**: False Positive

**TN**: True Negative

**FN**: False Negative

Now, to efficiently calculate the values at any threshold level, we need a method, which is AUC.

AUC: Area Under the ROC curve

AUC is known for **Area Under the ROC curve**. As its name suggests, AUC calculates the two-dimensional area under the entire ROC curve ranging from (0,0) to (1,1), as shown below image:
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In the ROC curve, AUC computes the performance of the binary classifier across different thresholds and provides an aggregate measure. The value of AUC ranges from 0 to 1, which means an excellent model will have AUC near 1, and hence it will show a good measure of Separability.

When to Use AUC-ROC

**AUC is preferred due to the following cases:**

* AUC is used to measure how well the predictions are ranked instead of giving their absolute values. Hence, we can say AUC is **Scale-Invariant.**
* It measures the quality of predictions of the model without considering the selected classification threshold. It means AUC is **classification-threshold-invariant.**

When not to use AUC-ROC

* AUC is not preferable when we need to calibrate probability output.
* Further, AUC is not a useful metric when there are wide disparities in the cost of false negatives vs false positives, and it is difficult to minimize one type of classification error.

How AUC-ROC curve can be used for the Multi-class Model?

Although the AUC-ROC curve is only used for binary classification problems, we can also use it for multiclass classification problems. For multi-class classification problems, we can plot N number of AUC curves for N number of classes with the One vs ALL method.

For example, if we have three different classes, X, Y, and Z, then we can plot a curve for X against Y & Z, a second plot for Y against X & Z, and the third plot for Z against Y and X.

Applications of AUC-ROC Curve

Although the AUC-ROC curve is used to evaluate a classification model, it is widely used for various applications. Some of the important applications of AUC-ROC are given below:

1. **Classification of 3D model**

The curve is used to classify a 3D model and separate it from the normal models. With the specified threshold level, the curve classifies the non-3D and separates out the 3D models.

1. **Healthcare**  
   The curve has various applications in the healthcare sector. It can be used to detect cancer disease in patients. It does this by using false positive and false negative rates, and accuracy depends on the threshold value used for the curve.
2. **Binary Classification**

AUC-ROC curve is mainly used for binary classification problems to evaluate their performance.